Addendum – Team C
1. Description of evaluation criteria. Describe what in your opinion makes something a usability problem. 
I define a usability problem as anything that is user-originated that affects the efficiency, effectiveness, and overall positive experience (user satisfaction) of a task.  While efficiency and effectiveness have more solid metrics, I usually visualize overall positive experience as another way to measure what has traditionally been labeled as “satisfaction.”  
2. Resources used for CUE-9 in person hours.  
	Resources Type
	Date
	Time
	Description

	Preparing for the evaluation
	May-2-2011
	5 minutes
	Entered participant information into excel sheet 

	
	
	15 minutes
	Created other variables for evaluation

	
	
	15 minutes
	Entered additional participant information into excel sheet

	
	
	1 hr and 15 min
	Going through the tasks to define success criteria

	Watching videos/taking notes
	may-3-2011
	1 hr
	Watched video and wrote notes for U1

	
	
	1 hr
	Watched video and wrote notes for U2

	
	may-4-2011
	15 minutes
	Watched video and wrote notes for U2

	
	
	1 hr
	Watched video and wrote notes for u3

	
	may-9-2011
	45 minutes
	watched video and wrote notes for u4

	
	
	1 hr
	watched video and wrote notes for u5

	
	may-9-2011
	15 minutes
	reviewing notes in order to summarize issues per task across participants

	
	may-16-2011
	2 hrs
	reviewing notes in order to summarize issues per task across participants

	
	may-23-2011
	2 hrs
	reviewing notes in order to summarize issues per task across participants

	Writing the report
	May-2-2011
	1 hr
	Prepared report and addendum shells and reading project docs (instructions, tasks, etc.)

	
	may-9-2011
	1 hr
	Writing report sections (summarizing participant information, etc.)

	
	may-23-2012
	5 hrs
	writing report


3. Comments on the evaluation. Comments on how realistic this evaluation has been compared to the evaluations you normally carry out.
In addition to task success, I normally include task difficulty and use time on task informally to triangulate my data analysis.  That was not possible this time due to the nature of the recordings (remote unmoderated) and the lack of difficulty ratings. 

4. Other. Any other information that you consider of interest for the workshop, and which does not fit into your official report. 

Here are my thoughts:

· Personal characteristics of the evaluator influence the power of the observations
· Reflexivity of the evaluator:  How self-aware are you as an evaluator, what are your metacognitive awareness level of your strengths and weaknesses?

· Usability Experience Matters or Practice Makes perfect: I feel that a seasoned usability practitioner understands that in order to do a good job you must be familiar with the tasks, product/service or  otherwise your evaluations are not up to standard. It is important to understand the trade-offs for using different metrics and methodologies during usability evaluations. 

· Potential Issues with Task Construction and Order of Presentation of Tasks

· I think the lack of counterbalance for the order of presentation of the tasks may have influenced how soon I identified a problem, and therefore how I perceived the problems’ severity in the grand scheme of things.  

· Problems with the remote tool itself
· I observed some constraints imposed by the remote test app itself (e.g. moving around the task bar because participant couldn’t see the top navigation bar), formatting of text (e.g. list of stuff to add is a paragraph not a list), and lack of difficulty ratings. 

· Things I usually do different

· For this project, I spread out the tasks I usually perform when doing a usability evaluation. I usually don’t stop in between to do these tasks when I’m doing usability evaluations, unless I have more than 1 project at a time.  However, due to my work schedule I had to spread out the tasks and steal time throughout the day. 

· I usually know more about how participants were recruited, level of internet experience based on different self-reported variables, and knowledge with the domain.  This was not the case for this evaluation. 

· If I see a participant getting off task, I tend to prompt them to get back on task in order to keep an eye on the time for the entire session.  I noticed that when participants didn’t understand a task, they usually got off task quite frequently; this may bias their perception of how difficult a task was, etc… 

· I personally like to separate the types of usability issues from the suggestions and the positive findings, which is why I reported the issues separately from the suggestions.  Overall, the positive findings were presented prior to going over the issues. 

Additional questions (5-25-2011):

1. How familiar were you with the company U-Haul before we announced that we would use it for CUE-9?
I was very familiar with the company, since it is one the best known companies in the US for moving your belongings on your own.

2. How familiar were you with U-Haul's website before we announced that we would use it for CUE-9?
I was not familiar with the site at all. I had seen it once a while back (at least 6 months ago) but didn’t remember anything about it. Before I could use it for CUE-9 I had to go through the tasks so I could determine what a successful performance would look like, etc. 
3. Approximately how many times have you rented a car?

I’ve rented a car about 8 times. 

4. Approximately how many times have you rented a car on the web?

I’ve never rented a car on the web; I usually just look up the phone number on the web and then call to talk to someone. 

5. How much time did you spend analyzing U-Haul.com before you watched the first video?

I spent 1 hour and 15 minutes going through the tasks on the site before I watched any of the videos. I wanted to be familiar with the tasks and any different ways/paths users could take to complete them. 
6. Approximately how many times did you pause the videos to deliberate or catch up with your notes?

I paused an average of 20 times through the videos. I needed to go back sometimes to capture the right time for the video reference on the results file. 
7. Did you watch all or parts of the videos several times? If yes, approximately how many times did you watch each part and how long were the parts of the videos that you watched several times?

I watched each video 1 time, and only repeated portions of the video when I needed to capture a time reference for the results file or if I didn’t understand what the user said.  I would say an average of 2 or 3 times for the tasks 1 (first task), 3 (find an indoor storage unit, and 5 (adding equipment and supplies to their order/reservation). 
8. Were there any burning questions that you would have asked the test participants during or after the video recorded sessions if you had been moderating the sessions? If yes, what were they? 
My questions are really more follow-up questions to help provide richer design cues and feedback to fix some of the problems. Some of the questions I would have asked include the following:

· Does the price quote work for you?  I would ask this after task 1, to get a better idea of how the actual process matched their expectations.

· How would you visualize or would like to visualize what sort of room dimensions  you need when you book a storage unit? Many participants provided suggestions for choosing a storage unit easier, I would be interested in seeing how they would ideally set out to do this. 

· What would you to improve your shopping experience for equipment and supplies? I noticed they had issues finding everything that was requested they do for this task, users seemed to need more information about the purposes for the different types of dollies, etc. 

